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Stimulating Cooperation in Self-Organizing Mobile Ad HocNetworks�Levente Butty�an and Jean-Pierre HubauxEPFL-DSC-ICAyJuly 31, 2001AbstractIn military and rescue applications of mobile ad hoc networks, all the nodes belong tothe same authority; therefore, they are motivated to cooperate in order to support thebasic functions of the network. In this paper, we consider the case when each node is itsown authority and tries to maximize the bene�ts it gets from the network. More precisely,we assume that the nodes are not willing to forward packets for the bene�t of other nodes.This problem may arise in civilian applications of mobile ad hoc networks. In order tostimulate the nodes for packet forwarding, we propose a simple mechanism based on acounter in each node. We study the behavior of the proposed mechanism analytically andby means of simulations, and detail the way in which it could be protected against misuse.1 IntroductionA mobile ad hoc network is a wireless multi-hop network formed by a set of mobile nodes ina self-organizing way without relying on any established infrastructure. Due to the absenceof infrastructure, in a mobile ad hoc network, all networking functions must be performed bythe nodes themselves. For instance, packets sent between two distant nodes are expected tobe forwarded by intermediate nodes [7, 13].The above mentioned operating principle renders cooperation among nodes an essentialrequirement in a mobile ad hoc network. By cooperation, we mean that the nodes performnetworking functions for the bene�t of other nodes. Lack of cooperation may have fatal e�ectson the performance of the network. As an example, let us consider Figure 1, which illustratesthat the throughput of the network decreases dramatically as the fraction of the nodes thatdeny packet forwarding increases. The di�erent curves belong to networks of di�erent sizes(100, 200, 300, and 400 nodes) but with the same node density. The �gure also shows thatlarger networks are more sensitive to this kind of non-cooperative behavior of the nodes.These results are based on our own simulations described in detail in Section 4, but similarresults have been presented in [11] as well.So far, applications of mobile ad hoc networks have been envisioned mainly for crisissituations (e.g., in the battle�eld or in rescue operations). In these applications, all the nodes�Technical Report No. DSC/2001/046, Swiss Federal Institute of Technology { LausanneyInstitute for Computer Communications and Applications, Swiss Federal Institute of Technology { Lau-sanne, e-mail: fLevente.Buttyan, Jean-Pierre.Hubauxg@ep.ch1
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Figure 1: The e�ect of non-cooperating nodes on the throughput of the networkof the network belong to a single authority (e.g., a single platoon or rescue team) and have acommon goal. For this reason, the nodes are naturally motivated to cooperate.However, with the progress of technology, it will soon be possible to deploy mobile ad hocnetworks for civilian applications as well. Examples include networks of cars and provisionof communication facilities in remote areas. In these networks, the nodes typically do notbelong to a single authority and they do not pursue a common goal. In addition, thesenetworks could be larger and could have a longer lifetime, and they could be completelyself-organizing, meaning that the network would run solely by the operation of the end-users.In such networks, there is no good reason to assume that the nodes cooperate. Indeed, thecontrary is true: in order to save battery power, the nodes tend to be \sel�sh".As a motivating example, let us consider packet forwarding again: Even in a small adhoc network, most of the energy of a given node is likely to be devoted to forwarding packetsfor the bene�t of other nodes. For instance, if the average number of hops from source todestination is around 5, then approximately 80% of the energy devoted to sending packetswill be consumed by packet forwarding. Hence, turning the forwarding function o� wouldvery noticeably extend the battery life of a node, and increase its overall availability for itsuser.In this paper, we address the problem of stimulating cooperation in self-organizing, mobilead hoc networks for civilian applications. We assume that each node belongs to a di�erentauthority, its user, which has full control over the node. In particular, the user can tamper withthe software and the hardware of the node, and modify its behavior in order to better adaptit to her own goals (e.g., to save battery power). We understand that regular users usuallydo not have the required level of knowledge and skills to modify their nodes. Nevertheless,our assumption is still reasonable, because criminal organizations can have enough interestand resources to reverse engineer a node and sell tampered nodes with modi�ed behavior ona large scale. The experience of cellular networks shows that as soon as the nodes are underthe control of the end-users, there is a strong temptation to alter their behavior in one way2
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or another.Our approach to alleviate this problem is based on a trusted and tamper resistant hardwaremodule, called security module, in each node and cryptographic protection of packets. Asopposed to the node itself, the security module cannot be tampered with by the user. Onecan think of the security module as a smart card (similar to the SIM card in GSM phones)or as a tamper resistant security co-processor. Our design ensures that while the user canstill modify the behavior of the node (but not the security module), she cannot gain anyadvantages by doing so. Thus, tampering with nodes is uninteresting, and should happenonly rarely.We focus on the stimulation of packet forwarding, which is a fundamental networkingfunction that the nodes should perform in a mobile ad hoc network. In a nutshell, we proposea protocol that requires the node to pass each packet (generated as well as received for for-warding) to its security module. The security module maintains a counter, which is decreasedwhen the node wants to send a packet as originator, and increased when the node forwards apacket. The value of the counter must remain positive, which means that if the node wantsto send its own packets, then it must forward packets for the bene�t of other nodes. Thecounter is protected from illegitimate manipulation by the tamper resistance of the securitymodule.Besides stimulating packet forwarding, our mechanism encourages the users to keep theirnodes turned on and to refrain from sending a large amount of packets to distant destina-tions. The latter property is particularly desirable, because, as mentioned in [8], the availablebandwidth per node declines as the number of nodes increases (assuming that the tra�c doesnot exhibit locality properties).The present proposal was developed in the framework of the Terminodes Project [4, 9](www.terminodes.org). However, it is generic; in particular, it could work in conjunction withany routing algorithm.The outline of the paper is the following: In Section 2, we describe the proposed mechanismto stimulate packet forwarding, and study its behavior through the analysis of a simple model.In Section 3, we detail the ways in which the proposed mechanism could be protected againstmisuse. In Section 4, we describe our simulation settings, and the results that we obtained.Finally, in Section 5, we report on some related work, and in Section 6, we conclude the paper.2 Stimulation mechanismWe assume that each node has a counter, called credit counter, and the following rules areenforced:1. When the node wants to send one of its own packets, the number n of intermediatenodes that are needed to reach the destination is estimated. If the credit counter of thenode is greater than or equal to n, then the node can send its packet, and the creditcounter is decreased by n. Otherwise, the node cannot send its packet, and the creditcounter is not modi�ed.2. When the node forwards a packet for the bene�t of other nodes, the credit counter isincreased by one.Let us consider now the following model, the analysis of which will give an insight into theoperation of the above mechanism. A node has two incoming and two outgoing ows of packets3
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(Figure 2). The incoming ow IN o represents the packets that are generated by the nodeitself. We call these packets own packets. The other incoming ow IN f represents the packetsthat are received for forwarding. We call these packets forwarding packets. The packets thatthe node receives as destination are not represented in the model. Each incoming packet(own as well as forwarding) is either sent or dropped. The outgoing ow OUT represents thepackets that are sent by the node. This ow consists of two components OUT o and OUT f ,where OUT o represents the own packets that are sent and OUT f stands for the forwardedpackets. The other outgoing ow DRP represents the packets that are dropped. Similarlyto OUT , this ow consists of two components too: DRPo and DRPf , representing droppedown and forwarding packets, respectively.
B, C, N
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=OUT oOUT OUTf+

=DRP + fDRPoDRPFigure 2: Model of a single nodeThe current state of the node is described by two variables b and c, where b is the remainingbattery of the node and c stands for the value of its credit counter. More precisely, we interpretb as the number of packets that the node can send using its remaining energy. The initialvalues of b and c are denoted by B and C, respectively. To keep the model simple, we assumethat when the node sends an own packet, c is decreased by an integer constant N > 1,which represents the estimated number of intermediate nodes that are needed to reach thedestination. Since c must remain positive, the node can send its own packet only if c � Nholds. When the node sends a packet that was received for forwarding, c is increased by one.In addition, each time the node sends a packet (own as well as forwarding), b is decreased byone. When b reaches 0 (i.e., when the battery is drained out), the node stops its operation.We assume that the initial number C of credits is not enough to drain the battery out bysending only own packets (i.e., C=N < B).Let us denote the number of own and forwarding packets sent during the whole lifetimeof the node by outo and outf , respectively. Sel�shness of the node could be represented bythe goal of maximizing outo subject to the following conditions:outo; outf � 0 (1)Nouto � outf � C (2)outo + outf = B (3)Condition (1) is trivial. Condition (2) describes the requirement that the number Noutoof credits spent by the node cannot exceed the number outf of credits earned plus the initialvalue C of the credit counter. Finally, Condition (3) represents the fact that the initial energyof the node must be shared between sending own packets and sending forwarding packets.Figure 3 illustrates the conditions graphically. It is easy to see that the maximum of outois B+CN+1 . It can also be seen that in order to reach this maximum outf must be NB�CN+1 . Thus,the node must forward this number of packets for the bene�t of other nodes if it wants to4
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Figure 3: Maximizing outomaximize its own bene�t. If there was no credit counter and an enforcing mechanism thatdoes not allow the node to send an own packet when it does not have enough credits, thenCondition (2) would be missing, and the maximum of outo would be B. This means that thenode would maximize its own bene�t by dropping all packets received for forwarding.In principle, the node can always reach outo = B+CN+1 : When it runs out of credits, it cansimply bu�er its own packets until it forwards enough packets and earns enough credits tosend them. However, this works only if the bu�er is large enough and no delay constraint isimposed on the packets. In real-time applications, sending a packet that has spent too muchtime in the bu�er may be useless, which means that the node must drop some of its ownpackets. It can still reach outo = B+CN+1 , but it is now important how many own packets itmust drop meanwhile.In order to study this situation, we extend our model in the following way: We assumethat the node generates own packets with a constant average rate ro, and receives packets forforwarding with a constant average rate rf . We denote the time when the battery is drainedout by tend . Note that tend is not a constant, since the time when the battery is drained outdepends on the behavior of the node. Furthermore, we assume that there is no bu�ering ofown packets, which means that an own packet that cannot be sent immediately (due to thelow value of the credit counter) must be dropped.Sel�shness of the node could now be represented by the goal of maximizing outo and, atthe same time, maximizing zo = outorotend (which is equivalent to minimizing the number of ownpackets dropped) subject to the following conditions:outo; outf � 0 (4)outo � rotend (5)outf � rf tend (6)Nouto � outf � C (7)outo + outf = B (8)Using outf = B � outo from Condition (8), we can reduce the number of unknowns andobtain the following set of conditions:outo � 0 (9)5
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outo � B (10)tend � outoro (11)tend � �outorf + Brf (12)outo � B +CN + 1 (13)Conditions (9-13) determine the feasible region, on which we have to maximize outo andzo. This is illustrated in Figure 4. As we have already seen, the maximum of outo is B+CN+1 .Note that B+CN+1 is always less than B, because we assumed that C=N < B. Di�erent values ofzo are represented by lines with di�erent slopes all going through the (0,0) point. In order to�nd the maximum of zo, we have to �nd the line with the smallest slope that still intersectsthe feasible region.
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Figure 4: Maximizing outo and zo = outorotendDepending on the ratio rf=ro of the rates, we can distinguish the following two cases(Figure 4 parts (a) and (b)):1. If rfro � NB�CB+C (i.e., B+CN+1 � roro+rfB) then the maximum of zo is 1. Because of Condi-tion (11), this is the best that can be achieved. This means that in this case, the nodedoes not have to drop any of its own packets.2. If rfro < NB�CB+C (i.e., B+CN+1 < roro+rfB), then the maximum of zo is rfro B+CNB�C < 1. Thismeans that in this case, the node must drop some of its own packets.Intuitively, the di�erence between the two cases above can be explained as follows: Incase 1, packets for forwarding arrive with high enough a rate to cover the expenses of sendingown packets. On the other hand, in case 2, the arrival rate of forwarding packets is too low,and the node cannot earn enough credits to send all of its own packets even if it forwards allpackets received for forwarding.The above analysis shows what the node can achieve in terms of maximizing its ownbene�t. However, it does not shed light on how the node should actually behave in order toreach this theoretical optimum. It seems reasonable that the node should always send its own6
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packets whenever this is possible (i.e., whenever it has enough credits to do so). But howshould the node decide whether to forward or to drop a packet received for forwarding?In order to get an insight into this question, let us consider the following four forwardingrules, where f denotes the number of forwarding packets sent so far:Rule 1: if f < NB�CN+1 then forwardelse dropRule 2: if f < NB�CN+1 thenif c � C then forwardelse forward with probability C=c or drop with probability 1�C=celse dropRule 3: if f < NB�CN+1 thenif c � C then forwardelse dropelse dropRule 4: if f < NB�CN+1 thenif c � C then forward with probability 1� c=C or drop with probability c=Celse dropelse dropIn all four rules, packets are dropped after the threshold f = NB�CN+1 has been reached. Thereason is that in this case, it is not necessary to forward more packets, because the node hasenough credits to drain its battery out by sending only its own packets. The four rules di�erin what happens before this threshold is reached. In Rule 1, packets are always forwarded. Inthe other rules, the forwarding decision depends on the current value c of the credit counter.In Rule 2, packets are forwarded for sure if c � C, and with decreasing probability as cincreases if c > C. In Rule 3, packets are forwarded for sure if c � C, and they are alwaysdropped if c > C. In Rule 4, packets are forwarded with decreasing probability as c increasesif c � C, and they are always dropped if c > C. Clearly, the most cooperative rule is Rule 1.Rules 2, 3, and 4 are less cooperative, in this order.We studied the performance of the rules by means of simulation. We implemented theabove described model of a single node in plain C++ language. In our simulations, we setthe values of the parameters as follows: B = 100000, C = 100, N = 5. Both the own packetsand the packets for forwarding were generated according to a Poisson process. The averagegeneration rate of the own packets were 0.2 packets per second, and we varied the averagegeneration rate of forwarding packets between 0.6 and 1.6 packets per second with a step sizeof 0.2 (i.e., we varied rf=ro between 3 and 8 with a step size of 1, in order to obtain someresults for the rfro < NB�CB+C � 5 case as well as for the rfro � NB�CB+C case). The simulationslasted until the node drained its battery out (i.e., 100000 packets were sent). We run thesimulation 8 times for every con�guration and took the average of the results obtained. Eachrule reached outf = 16683 = jB+CN+1 k in every run of the simulation. The values obtained forzo are depicted in Figure 5.It can be seen that Rule 4 achieves the worst performance as it is the furthest from thetheoretical optimum. The �rst three rules perform almost equally well when rf=ro < 5 andrf=ro > 5. However, a remarkable di�erence appears among the rules when rf=ro = 5 = N .7
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Figure 5: Comparison of the forwarding rulesInterestingly enough, the results show that the most cooperative the rule is the best theperformance that it achieves. This means that if the node wants to maximize outo and zo atthe same time, then the best forwarding rule is Rule 1 (i.e., to always forward).Figure 6 is meant to provide an intuitive explanation for this phenomenon. Parts (a) and(b) of the �gure illustrate the operation of Rules 1 and 3, respectively, when rfro � NB�CB+C .The �gure should be interpreted in the following way: Let us assume that time is divided intosmall time slots. Each small grey rectangle in the �gure represents the set of possible pointsthat the node can potentially reach in a given time slot assuming that it is in the bottom-leftcorner of the rectangle at the beginning of that time slot. Therefore, the ratio of the sides ofthe rectangles is rf=ro. The arrows show which points are actually reached by the node whenRules 1 and 3 are used. The dark vertical bars represent the amount of dropped forwardingpackets in the time slots.It can be seen that by using Rule 1, the node tends to get further from the edge ofthe feasible region that is represented by the outf = Nouto � C line. This means that thenode has usually more credits in reserve when Rule 1 is used. This property turns out tobe advantageous when the ratio rf=ro is close to N . The reason is that, due to the randommanner in which the packets arrive, there is always a small uctuation in the ratio of thenumber of forwarding packets to the number of own packets. On average, this ratio is equalto rf=ro, but sometimes it can be less. If this happens and rf=ro is close to N , then the nodedoes not receive enough forwarding packets to cover the cost of sending its own packets. Inthis case, it must use the credits that it has in reserve. By increasing the credit reserve, Rule 1decreases the probability of temporarily running out of credits and dropping own packets.3 ProtectionClearly, the stimulating mechanism described in the previous section must be secured andprotected against various attacks. For instance, one has to prevent the user of the node from8
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Figure 6: Operation of Rule 1 (a) and Rule 3 (b) when rfro � NB�CB+Cmanipulating (typically increasing) her credit counter in an illegitimate way. In addition, onehas to ensure that the credit counter is increased only if a forwarding packet has indeed beenforwarded. We address these and similar issues in this section.3.1 Tamper resistant security moduleIn order to prevent the user from illegitimately increasing its own credit counter, we requirethat the credit counter is maintained by a trusted and tamper resistant hardware modulein each node. We call this module security module. One can imagine a security module asa smart card (similar to the SIM card in GSM phones) or as a tamper resistant securityco-processor. For more information on tamper resistant modules, we refer to [14, 2].We assume that the security modules are manufactured by a limited number of trustedmanufacturers. Furthermore, since the security module is tamper resistant, its behaviorcannot be modi�ed. Therefore, security modules are trusted for always functioning correctly.Our design approach is to put the critical functions in the security module, and therest of the functions in the node itself. Of course, the functions that are not placed inthe security module can be tampered with, and thus, the behavior of the node can still bemodi�ed. However, our design ensures that no advantages can be gained by tampering withthe unprotected functions, and therefore, the user of the node will not be interested in thisactivity.3.2 Public-key infrastructureWe assume that each security module has a private key and a corresponding public key [12].The private key is stored in the security module and kept secret. The public key is certi�ed bythe manufacturer of the security module and the certi�cate is stored in the security module.In addition, we assume that the manufacturers cross-certify the public keys of each other,and each security module stores the public-key certi�cates of all manufacturers issued by themanufacturer of the security module. Finally, we assume that each security module stores anauthentic copy of the public key of its manufacturer, which is loaded in the module securely9
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at manufacturing time. Note that storing all these certi�cates is feasible, because we limitthe number of manufacturers.In this system, each security module can easily obtain the authentic public key of anyother security module in the network. Let us suppose, for instance, that A wants to obtainthe public key of B. B can simply send its public-key certi�cate to A, who can verify itwith the public key of the manufacturer of B. A possesses an authentic copy of this publickey, since it stores the authentic public-key certi�cates of all manufacturers issued by its ownmanufacturer.Our system is a rather pragmatic solution for the reliable distribution of public keys, andwe had to limit the number of manufacturers in order for it to work. The design of a generalpurpose public-key infrastructure for large, self-organizing ad hoc networks is a challengingproblem that is beyond the scope of this paper. An approach towards the solution of thisproblem is described in [10].3.3 Security associationsWhen two nodes become neighbors, their security modules establish a security association. Ifthis fails, the security modules do not consider each other neighbors.A security association between two neighboring security modules A and B is represented,at A's side, by� the unique identi�er of B;� the unique identi�er of the node that hosts B,� a symmetric session key kAB ;� two sequence numbers cA!B and cA B, which are called sending and receiving sequencenumbers, respectively; and� a counter pcB@A, which is called pending credit counter.At B's side, the same association is represented by� the unique identi�er of A;� the unique identi�er of the node that hosts A;� the session key kAB ;� a sending sequence number cB!A and a receiving sequence number cB A, such thatinitially, cB!A > cA B and cB A < cA!B; and� a pending credit counter pcA@B.The session key kAB is used to compute a message authentication code, which protectsthe integrity and ensures the authenticity of the packets sent between the nodes of A and B,but kAB can also be used to provide other security functions (e.g., link-by-link encryption ofthe content of the packets). The sequence numbers are used to detect replayed packets. Thepending credit counter pcB@A is used to accumulate credits at A that are due to B. Similarly,pcA@B counts the credits at B that are due to A. The way in which the session key, the10
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sequence numbers, and the pending credit counters are used will be explained in more detailin the next subsection, where we present the envisioned packet forwarding protocol.The security associations between the security modules are established using some public-key cryptographic protocol, which is executed through the nodes that host the security mod-ules. The security modules obtain each other's public key according to the model of the abovedescribed public-key infrastructure.3.4 Packet forwarding protocolThe packet forwarding protocol described in this subsection assumes that the security moduleruns the routing algorithm used in the network.If a node P has an own packet to send, it must �rst pass the packet to its security moduleA. A estimates the number n of intermediate nodes needed to reach the destination. Preciseestimation of this number is not so critical. If the value of the credit counter maintained byA is less than n, then A rejects the packet. Otherwise the credit counter is decreased by n,and the protocol continues.Using the routing algorithm, A determines the next intermediate security module B to-ward the destination, and retrieves the security association that corresponds to B from itsinternal database. Then, it takes the session key kAB and the sending sequence number cA!B ,and generates a security header for the packet, which contains A, B, cA!B , and the outputh(kAB ; A; B; cA!B; packet) of a publicly known keyed cryptographic hash function h. Afterthis computation, cA!B is increased by one.Finally, A outputs the security header and the identi�er of the next intermediate node Q(obtained from the data that represents the security association between A and B), and Pcan send the packet together with the security header to Q.Now, let us assume that node Q received a packet with a security header for forwardingfrom node P . If Q wants to forward the packet in order to earn a credit, then Q must pass thepacket with the attached security header to its security module B. B takes the identi�er of thesecurity module A that generated the security header from the header itself, and retrieves thecorresponding security association from its internal database. Then, it veri�es if the sendingsequence number in the security header is greater than its receiving sequence number cB A.If this is the case, then the packet is not a replay. Then, it veri�es the received value of thekeyed cryptographic hash function h. If the value is correct, then it accepts the packet, andupdates cB A to the value of the sequence number received in the security header.If the node that hosts A (known to B from the data that represents the security associationbetween B and A) is not the originator of the packet (i.e., if it is an intermediate node),then B increases the pending credit counter pcA@B by one. Finally, B determines the nextintermediate security module towards the destination, and generates a new security headerfor the packet, much in the same way as described earlier, using the security association thatcorresponds to the next intermediate security module.3.5 Credit synchronization protocolAs it can be seen from the description of the packet forwarding protocol, when an intermediatenode forwards a packet, its credit counter is not increased immediately. Instead, the securitymodule of the next node increases the pending credit counter that it maintains for the �rstnode. For clearing, the security modules regularly run a credit synchronization protocol, in11
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which they transfer the pending credits, and reset the pending credit counters to 0. Thismechanism ensures that the node is rewarded for the packet forwarding only if it reallyforwarded the packet.It may happen that the nodes move out of each other's power range by the next time theirsecurity modules want to run the credit synchronization protocol. If this happens, the pendingcredit counters are reset to 0, and the pending credits are lost. Therefore, the mechanismdoes not guarantee that the node receives its credit for every forwarded packet. We will studythe consequences of this in the next section.3.6 RobustnessThe protection mechanism described above is robust and resists against various attacks. Thecredit counter is protected from illegitimate manipulations by the tamper resistance of thesecurity module. A security header is attached to each packet, which contains a messageauthentication code that protects the integrity of the packet and the data in the securityheader. This is important, because the security modules manipulate the credit countersbased on the data received in the security header. Replay of packets is prevented by the useof an ever increasing sequence number. Moreover, the node is rewarded for packet forwardingonly if it really forwarded a packet.We should mention, however, that there is a subtle attack that our scheme may not alwaysprevent in its current form. It is possible to construct a fake node that has two or more securitymodules. Such a node could bounce a packet back and forth between its security modules, andearn credits without actually transmitting anything. The full understanding of this attack andthe design of the proper countermeasure are on our research agenda. However, we can alreadymake the following observations: First, this attack would not always work, since routing isperformed by the security modules, which means that the next intermediate security moduleis determined by the security module and not the node. In other words, the security modulemay output a security header for the packet that will not be accepted by the other securitymodule of the node. To avoid this, the node may falsify routing information that is exchangedbetween the security modules, but this can be prevented by using appropriate cryptographictechniques. Second, such a fake node would be more expensive than a normal one, since ithas two or more legitimate security modules. Whether the bene�t obtained by using such afake node is worth the increased cost is an open question.3.7 OverheadWe must admit that our protection mechanism adds some computational overhead to thesystem, which is mainly related to the use of cryptographic operations. This issue has twoaspects: cryptographic operations need energy and time to be performed. Regarding energyconsumption, we note that the energy required to perform computation is negligible whencompared to the energy required to perform transmission. As mentioned in [15], when twonodes communicate in BPSK at 1 GHz carrier frequency with 10�6 error probability, have anantenna elevation of 1/2 wavelength with fourth-power distance loss, Raleigh fading, and anideal receiver, then the energy cost of transmitting 1 Kb over a distance of 100 meters is ap-proximately 3 joules. By contrast, a general purpose processor with 100 MIPS/W power coulde�ciently execute 300 million instructions for the same amount of energy. This means thatthe execution of our cryptographic operations have a negligible energy cost when compared12
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to the transmission cost.Regarding time, we note that the only time critical operations are the generation andthe veri�cation of the security header for every packet and for every hop. However, theserequire only cryptographic hash function computations, which can be done very e�ciently.Moreover, the security header is processed by the security module; to some extent, this canbe accomplished in parallel with the processing performed by the main processor of the node.Another issue is the communication overhead, which is due to the establishment of thesecurity associations, the size of the security header, and the periodic execution of the creditsynchronization protocol. In order to reduce this overhead, the establishment of the securityassociations could be integrated with the neighbor discovery protocol that the nodes usuallyhave to run anyhow in mobile ad hoc networks, and the credit synchronization interval shouldbe appropriately chosen. Finally, assuming that the identi�ers of the security modules are 8bytes long, the sequence numbers are 4 bytes long, and the output of the cryptographic hashfunction used is 16 bytes long (e.g., if MD5 [12] is used), we get that the security header is36 bytes long. Considering the usual size of payloads in wireless networks, this seems to bean acceptable overhead.4 SimulationsIn Section 2, we studied the proposed stimulation mechanism through the analysis of a simpli-�ed model, and showed convincing arguments that it indeed stimulates packet forwarding inthat model. In order to study the proposed stimulation mechanism in a more general setting,which is closer to the reality of mobile ad hoc networks, we conducted simulations of a fullnetwork written in plain C++ language. In this section, we describe our simulator, and theresults that we obtained.4.1 Simulation descriptionThe simulated networks are composed of 100 nodes that are placed randomly (uniformly)on a 500 m � 500 m rectangle. Each node has the same power range of 120 m. Thenodes move according to the random waypoint mobility model [5]. In this model, the noderandomly chooses a destination point in space and moves towards this point with a randomlychosen constant speed. When it reaches the chosen destination, it stops and waits there fora randomly chosen time. Then, it chooses a new destination and speed, and starts to moveagain. These steps are repeated until the end of the simulation. In our simulations, thenodes choose their speed between 1 m/s and 3 m/s uniformly. The pause time is generatedaccording to the exponential distribution. The average pause time is 60 s.We do not use any particular MAC layer algorithm. Instead, we model the MAC layer byrandomly choosing the packet transmission time between neighbors for each packet and foreach hop. The average packet transmission time between neighbors is 10 ms. Packet trans-mission errors occur with 0.1 probability. If an error occurred, the packet is re-transmittedafter a 1 s timeout. When the node is busy with packet transmission, it can still receivepackets, which are placed in a bu�er, and served when the previous packet transmission is�nished.For routing, we use a geodesic packet forwarding algorithm developed within the contextof the Terminodes Project, and described in [3]. However, we considerably simpli�ed theoriginal algorithm in order to ease the implementation of its simulator. This does not a�ect13
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our results, since we are not interested in the performance of the packet forwarding algorithmitself. The simpli�ed geodesic packet forwarding algorithm works in the following way: Weassume that each node knows its own geographic position and the geographic positions of itsneighbors. Furthermore, the source of a packet knows the current geographic position of thedestination. The way in which this information is obtained is not simulated. Before sendingthe packet, the source puts the coordinates of the destination in the header of the packet.Then, it determines which of its neighbors is the closest to the destination, and sends thepacket to this neighbor. When a node receives a packet for forwarding, it �rst veri�es if thedestination is its neighbor. If this is the case, then it forwards the packet to the destination.Otherwise, it determines which of its neighbors is the closest to the destination, and sendsthe packet to this neighbor. This is possible, because the packet header contains the believedcoordinates of the destination. If the forwarding node does not have any neighbor that iscloser to the destination than the node itself, then the packet is dropped1. In our simulations,because of the rather high density and the rather low speed mobility of the nodes, packetdrops of this kind almost never happened .Energy consumption of the nodes is not simulated. For this reason, the size of the packetsis not important for us. Therefore, we assume that each packet has the same size, and wefocus only on the number of packets that are generated, sent, forwarded, and delivered.Each node generates packets according to a Poisson process. The destination of eachpacket is chosen randomly (uniformly). In our reference simulation, the average packet gen-eration rate was 0.2 pkt/s, but we also ran simulations with average packet generation ratesof 0.5 and 0.8 pkt/s.The initial value C of the credit counter of each node is 100. When a node i sends anown packet to a node d that is not the neighbor of i, the credit counter of i is decreased byn. Unlike in the simple model of Section 2, n is not a constant, but computed according tothe following formula: n = �distance(i; d)power range �� 1This gives a lower bound on the number of intermediate nodes needed to reach the destination.When a node forwards a packet, its pending credit counter at the next node is increased byone. In our reference simulation, the credits of each node are synchronized in every 5 s, butwe also ran simulations with credit synchronization intervals of 10, 15, and 20 s.We always ran 8 simulations for a given simulation setting, and considered the averageof the obtained values for each observed variable. In each run, 2 hours of network operationwere simulated.We listed the values of the main simulation parameters for an overview in Table 1.4.2 Simulation results4.2.1 Comparison of forwarding rulesIn the �rst set of simulations, our goal was to determine which of Rule 1, Rule 2, or Rule 3 isthe most bene�cial for the nodes in terms of maximizing zo. We did not use Rule 4, becauseit performed much worse than the other three rules in the single node model of Section 2.1This simpli�cation is true only in our simulation setting. The complete geodesic packet forwarding algo-rithm described in [3] can cope with such a situation.14



www.manaraa.com

Parameter ValueSpace 500 m � 500 mNumber of nodes 100Power range 120 mMobility model random waypointSpeed 1 m/s { 3 m/sAverage pause time 60 sPacket generation rate 0.2 (0.5, 0.8) pkt/sChoice of destination randomRouting geodesic packet forwardingInitial number of credits (C) 100Credit synchronization interval 5 (10, 15, 20) sSimulation time 7200 sTable 1: Value of the main simulation parametersSince battery usage is not taken into consideration in our simulations, we had to modify therules as follows:Rule 1': always forwardRule 2': if c � C then forwardelse forward with probability C=c or drop with probability 1� C=cRule 3': if c � C then forwardelse dropOur approach to determine which of these rules is the best was the following: We set 90%of the nodes to use a given rule (we call this the majority rule), and the remaining 10% of thenodes to use �rst Rule 1', then Rule 2', and �nally Rule 3'. We observed the average value ofzo that the 10% of the nodes could achieve in each cases. We repeated the above experimentfor packet generation rates of 0.2, 0.5, and 0.8 pkt/s. The results are depicted in Figures 7,8, and 9.Remarkably, Rule 1' performed the best in every case. This means that the 10% deviatingnodes achieve the highest zo (i.e., drop the smallest portion of their own packets) when they useRule 1', no matter whether the 90% of the nodes use Rule 1', Rule 2', or Rule 3'. Furthermore,this is true for every packet generation rate that we have simulated. Therefore, our conclusionis that the proposed stimulation mechanism indeed stimulates packet forwarding, and not onlyin the simple model of Section 2, but in a much more general setting too.4.2.2 The e�ect of less cooperative nodes on the throughput of the networkIn the second set of simulations, our goal was to study the e�ect of less cooperative nodeson the throughput of the network when the proposed stimulation mechanism is used. Asopposed to the simulation that yielded Figure 1, in which we assumed that some nodesfully deny packet forwarding, here we assumed that some nodes use the least cooperativeforwarding rule (i.e., Rule 3'). The rational is that full denial of packet forwarding quickly15
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Figure 7: Comparison of the forwarding rules when the packet generation rate is 0.2 pkt/sresults in running out of credits, and thus, dropping own packets, and therefore, it is notbene�cial at all for the nodes. On the other hand, Rule 3' can be viewed as a trade-o�, wherethe node can send a large portion of its own packets, and it forwards only a small number ofpackets that is necessary to cover its expenses.In this experiment, our approach was the following: We �rst set all the nodes to cooperate(i.e., to use Rule 1'), and then progressively increased the fraction of less cooperative nodes(i.e., the fraction of nodes that use Rule 3'). In order for the results to be comparable with theresults shown in Figure 1, we ran simulations with networks of 100, 200, 300, and 400 nodesbut with the same node density. We observed the cumulative throughput of the network,which is de�ned as the ratio of the total number of packets delivered to the total number ofpackets sent. The results are shown in Figure 10.It can be seen that the throughput of the network decreases as the fraction of less coop-erative nodes increases, but far less dramatically than in Figure 1. Even if all the nodes useRule 3', the throughput is around 0.9.The value of this experiment is that it shows that the network can tolerate less cooperativenodes quite well. A node may tend to be less cooperative, when it is about to run out ofbattery. In this case, it may not be bene�cial to use Rule 1', and in this way, increase thecredit reserve, because those credits cannot be used if the battery becomes empty. Therefore,the node may decide to use a less cooperative forwarding rule, or even to drop all forwardingpackets. However, we note that the battery can usually be reloaded, and the accumulatedcredits can be used again. For this reason, it is not clear at all whether using a less cooperativerule when running out of battery is a good strategy or not. Nevertheless, the results of theabove experiment show that the network would be able to cope with this situation.
16
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Figure 8: Comparison of the forwarding rules when the packet generation rate is 0.5 pkt/s4.2.3 Variation of the average credit level in the networkIn a third set of simulations, our goal was to study how the average credit level in the networkis e�ected by the number of less cooperative nodes and by the size of the credit synchronizationinterval. To this end, we observed how the average credit level in the network varies in timeas we increase the fraction of less cooperative nodes and as we increase the size of the creditsynchronization interval. The results are shown in Figures 11 and 12.When most of the nodes are cooperative, the average credit level in the network showsan increasing tendency. This is because the formula that we use to determine the number ofintermediate nodes needed to reach a given destination under-estimates the actual number.This means that if a packet is delivered, then the joint credit income of the intermediatenodes is usually higher than the expenses of the source of the packet. Furthermore, whenmore nodes use Rule 1', packets are delivered with a higher probability, and thus, the averagecredit level increases more rapidly.When less cooperative nodes are in majority, the average credit level in the networkdecreases. However, this decrease slows down, and after some time, it stops, and the averagecredit level becomes constant. The intuitive explanation is the following: When the nodesuse Rule 3', their forwarding decisions depend on the current value of their credit counters.At the beginning, the average credit level is high, and packets are often dropped before theyreach their destinations. This results in a decrease of the average credit level in the network.At the same time, the probability of dropping a packet due to the usage of Rule 3' alsodecreases, since the nodes have less credits in general, and they are more willing to forward.Therefore, more and more packets are delivered, and the decrease of the average credit levelslows down. After some time, the decreasing e�ect of using Rule 3' (i.e., dropping packets)and the increasing e�ect of under-estimating the actual number of intermediate nodes neededto reach a given destination equalize each other, and the system attains an equilibrium. Thefact that this equilibrium is below the initial value C = 100 of the credit counters explains why17
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Figure 9: Comparison of the forwarding rules when the packet generation rate is 0.8 pkt/sthe throughput of the network is around 0.9 even if all the nodes use Rule 3' (see Figure 10).The reason is that in the equilibrium, most of the nodes have less than C credits (note thatnone of the nodes has more than C credits because of Rule 3'), and therefore, most of thenodes are willing to forward.The e�ect of the credit synchronization interval on the average credit level in the networkis not surprising: The larger the credit synchronization interval is, the slower the increase ofthe average credit level in the network is. Moreover, when the credit synchronization intervalis 20 s, the average credit level continuously decreases in time. The reason is that when thecredit synchronization interval is large, the probability that the neighbors of a node moveaway by the time of the next run of the credit synchronization protocol is high, and thus, thenumber of credits lost in the system is also high.If mobility exhibits some locality properties, then this problem can be alleviated by slightlymodifying the credit synchronization protocol, and letting the security module keep the ac-cumulated pending credits for a given neighboring node in memory (until this memory is notneeded for other purposes) even if that node has moved away and is not a neighbor anymore.In this case, because of the locality of mobility, nodes that were neighbors in the past maybecome neighbors again with a higher probability, which means that there are good chancesthat the pending credits can be cleared some time in the near future.In any case, the size of the credit synchronization interval must be carefully chosen. Ifit is too small, then the credit synchronization protocol is run too often, which leads to aconsiderable overhead. However, if it is too large, then the average credit level in the networkmay become too low. Therefore, one has to �nd an appropriate trade-o�.An approach to limit the variation of the average credit level in the network would beto reset the credit counter to a reference value regularly. For instance, it could be reseteach time the battery is reloaded. However, the security module, which maintains the creditcounter, may not have reliable information about the battery reload events. On the otherhand, since it maintains the credit counter, it can pretty well estimate the number of packets18
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Figure 10: E�ect of less cooperative nodes on the throughput of the networksent by the node by observing the credit incomes and expenses. Thus, it can reset the creditcounter after a given number of packets has been sent. This would eliminate the problem ofever increasing or ever decreasing average credit level in the network. However, it is not yetclear to us, what the consequences of this resetting mechanism are on the performance of thedi�erent forwarding rules. In particular, it seems, that in this case, the node's goal is notonly maximizing zo, but at the same time, it may want to minimize its credit loss due to theresetting mechanism. It is an open question which forwarding rule would be the best withrespect to this new goal.5 Related workTo the best of our knowledge, there are only two papers addressing the problem of non-cooperating nodes in mobile ad hoc networks: [11] and our previous paper [6]. The authors of[11] consider the case in which some malicious nodes agree to forward packets but fail to doso. In order to cope with this problem, they propose two mechanisms: a watchdog, in chargeof identifying the misbehaving nodes, and a pathrater, in charge of de�ning the best routeavoiding these nodes.The paper shows that these two mechanisms make it possible to maintain the totalthroughput of the network at an acceptable level, even in the presence of a high amount ofmisbehaving nodes. However, the problem is that the sel�shness of the nodes does not seemto be castigated; on the contrary, by the combination of the watchdog and the pathrater, themisbehaving nodes will not be bothered by the transit tra�c while still enjoying the possi-bility to send and to receive packets. The proposed mechanisms could be enriched in such away that a misbehaving node would be locked out by its neighbors. However, this possibilitycould be exploited to mount denial of service attacks.In [6], we addressed the same problem as in this paper, and proposed a stimulationmechanism that is based on a virtual currency, called nuglets. Nuglets are used to pay for19
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Figure 11: The e�ect of less cooperative nodes on the average credit level in the networkpacket forwarding. We proposed two payment models for this purpose. In the Packet PurseModel, the source of the packet pays by loading some nuglets in the packet before sending it.Intermediate nodes acquire some nuglets from the packet when they forward it. If the packetruns out of nuglets, then it is dropped. In the Packet Trade Model, the packet does not carrynuglets, but it is traded for nuglets by intermediate nodes: Each intermediate node \buys" itfrom the previous one for some nuglets, and \sells" it to the next one (or to the destination)for more nuglets. In this way, each forwarding node earns some nuglets, and the total cost offorwarding the packet is covered by the destination.A serious disadvantage of the Packet Trade Model is that it allows overloading of thenetwork, since the sources do not have to pay. For this reason, mainly the Packet PurseModel has been studied. However, the Packet Purse Model has a problem too: it seems to bedi�cult to estimate the number of nuglets that the source should put in the packet initially.If the source under-estimates this number, then the packet will be discarded with a highprobability, and the source loses its investment. The source may over-estimate the number,but this leads to a rapid decrease of the total number of nuglets in the system due to thedropping of packets (for networking reasons) with many nuglets inside.The mechanism proposed in this paper overcomes this estimation problem, because thepackets do not need to carry credits. At the same time, the property of refraining usersfrom overloading the network is retained. Otherwise, the two mechanisms have a very similaravor, just like their protection schemes.6 Conclusion and future workIn this paper, we addressed the problem of stimulating cooperation in self-organizing, mobilead hoc networks for civilian applications, where the nodes are assumed to be \sel�sh", meaningthat they try to maximize the bene�ts that they get from the network, while minimizing theircontribution to it. We focused on a particular instance of this problem, namely, stimulating20
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Figure 12: The e�ect of the credit synchronization interval on the average credit level in thenetworkpacket forwarding. Our approach is based on a counter, called credit counter, in each node.Besides stimulating packet forwarding, the proposed mechanism encourages the users to keeptheir nodes turned on and to refrain from sending a large amount of packets to distantdestinations.In order to protect the proposed mechanism against misuse, we presented a scheme basedon a trusted and tamper resistant hardware module, called security module, in each node,which generates cryptographically protected security headers for packets and maintains thecredit counters of the nodes.It is important to understand that the proposed stimulation mechanism and the proposedprotection scheme are not intended to make misbehavior of the nodes impossible. For instance,nodes can still deny packet forwarding, or they may bypass the security module, and send apacket without a valid security header. What our design tries to ensure is that misbehavior isnot bene�cial for the nodes, and therefore, it should happen only rarely. For instance, if thenode denies packet forwarding, then it runs out of credits, and it cannot send its own packets.Or, if the node sends a packet without a valid security header, then intermediate nodes willbe reluctant to forward it. This is because an intermediate node can earn credits with packetforwarding only if it passes the forwarding packet to its security module. However, in theabsence of a valid security header, the security module will reject the packet.We studied the behavior of the proposed mechanism analytically and by means of sim-ulations. We showed convincing arguments that it indeed stimulates the nodes for packetforwarding assuming that� each node of the network generates packets continuously;� generated packets cannot be bu�ered, which means that if they cannot be sent, thenthey must be dropped; and 21
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� sel�shness of the nodes is represented by the goal of dropping as few own packets aspossible.In our future work, we intend to study the behavior of the proposed mechanism, whenthese assumptions are weakened. For instance, we could allow bu�ering of packets, but limitthe size of the bu�er and the time that the packets can spend in it. Or, we could allowthe nodes to generate packets in bursts instead of continuously. Finally, we would like tostudy the e�ect of regularly resetting the credit counters to a reference value (see discussionin Subsection 4.2.3), in which case the assumed goal of the nodes needs to be extended.The work presented in this paper is focused on packet forwarding, as this is probably themost fundamental function of an ad hoc network. However, we are well aware of the fact thatmany other functions are required, including at the networking layer; an important examplethereof is route discovery and route repair in on-demand protocols. In our future work, weintend to explore the way to generalize the proposed mechanism to these functions as well.We also intend to address application-level aspects. In peer-to-peer computing, there isa growing concern that some users might parasitically take advantage of resources providedby others (see e.g., [1]). Some researchers have made early attempts to introduce a virtualcurrency to encourage \good citizenship" (e.g., www.mojonation.net). A further, more generalambition of our research is to explore how mechanisms like the one proposed in this papercould be used to application-level issues. An example thereof could be the mutual provisionof information services in an ad hoc network. We believe that such aspects must be properlyaddressed in order to fully take advantage of the self-organization property of ad hoc networks.AcknowledgementWe are grateful to Bharath Anathasubramaniam for implementing parts of the simulator andperforming parts of the simulations.References[1] E. Adar and B. Huberman. Free Riding on Gnutella. First Monday, 5(10), October 2000.[2] R. Anderson and M. Kuhn. Tamper Resistance { a Cautionary Note. In Proceedings ofthe Second Usenix Workshop on Electronic Commerce, Oakland, California, November1996.[3] L. Bla�zevi�c, S. Giordano, and J.-Y. Le Boudec. Self-Organizing Wide-Area Routing. InProceedings of SCI 2000/ISAS 2000, Orlando, July 2000.[4] L. Bla�zevi�c, L. Butty�an, S. �Capkun, S. Giordano, J.-P. Hubaux, and J.-Y. Le Boudec.Self-Organization in Mobile Ad Hoc Networks: The Approach of Terminodes. IEEECommunications Magazine, June 2001.[5] J. Broch, D. Maltz, D. Johnson, Y. C. Hu, and J. Jetcheva. A Performance Compar-ison of Multi-Hop Wireless Ad Hoc Network Routing Protocols. In Proceedings of theACM/IEEE International Conference on Mobile Computing and Networking (Mobicom),Dallas, 1998. 22
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